SH&E MANAGERS ARE OFTEN ASKED—and even ask themselves—“How well does the organization’s risk reduction and safety plan work? How can we be certain that [any specific safety activity] will contribute to overall program improvement and reduction in losses?”

Traditional approaches to benchmarking risk management and safe work performance with incident rate reduction have failed to provide a strong connection between program causes and direct factors influencing risk and loss frequency. Benchmarking, by definition, provides a comparative baseline to serve as a “stake in the ground” for basing various measurements or systems of evaluation. For example, many businesses illustrate comparative progress by measuring reduction in workplace injuries (a frequency metric) or lost-time per case (a severity metric), often judging their performance against other businesses within the same industry or SIC.

Workplace audits are a common form of measuring an organization’s safety performance. Many traditional forms of audits emphasize compliance activity and are often designed to provide a relative measure of comparison to federal OSHA or related requirements. But how effective is that process in determining the ultimate value of an overall safety program? Are the activities examined those that will have the greatest impact? While benchmarking can be a useful tool, it demonstrates a historic trend that often does not reflect the specific methods or processes a program will need to effectively implement and sustain long-term improvement. A measurement system with direct, proven links to causation is an essential tool to stimulate comprehensive organizational change.

Workplace audits and assessments can have various forms and purposes. Determining the appropriate dimensions or topics can render a wide variety of conclusions, each of which may or may not achieve the best result, or measure those dimensions that have the greatest positive effect. Although many off-the-shelf audits are available, in some cases the best choice is an audit designed specifically for a given application, based on what the users want to measure, what they ultimately wish to learn and how they will use what they learn.

When selecting an off-the-shelf audit tool or working to develop a customized tool, how can one know whether it will be a good choice? Although many audit tools used in the field have been developed by subject-matter experts (SMEs), few have been validated using additional scientific methods. As Petersen states, “The practice of accepting audits as a valid measure of excellence is questionable, unless the audits have passed some rigorous tests. Subjecting the organization to an audit that correlates progress with losses, in large enough numbers over time, may be a good indicator of performance.”

This article seeks to demonstrate a method to validate safety audit tools by using scientific methods commonly used in the field of psychology (e.g., occupational health psychology, industrial and organizational psychology). To that end, the authors present as an example the validation process of a tool developed by one insurance company’s loss prevention unit. The goal is to help the reader understand how to design or select good safety program evaluation tools.

Defining a “Good Audit Tool”

How can one be certain that the right things are being examined in the right way? Two characteris-
tics immediately come to mind: reliability and validity. Reliability refers to consistency and stability while validity refers to accuracy and precision (Muchinsky). A good audit tool should include consistency and accuracy, by examining the reliability/validity when applied to workplace safety and health program improvement.

**Reliability**

Reliability is the extent to which a score from a test/tool is stable and error-free. A score that is not stable or error-free is not useful (Aamodt). Several methods can be used to determine whether a test/tool is reliable (Muchinsky), and three types of reliability are particularly appropriate to consider when assessing the consistency or stability of an audit tool: 1) test/retest reliability; 2) internal-consistency reliability; and 3) inter-rater reliability.

**Test/Retest Reliability**

This means to measure something at two points in time and compare the scores. A test/tool should yield the same score on repeated use when the measured program or factor has not changed. This correlation is called “a coefficient of stability” because it reflects the stability of the test/tool over time. If the test/tool is reliable, those who scored high the first time would also score high the second time, and vice versa. As a rule, reliability coefficients around +0.70 are professionally acceptable, although some frequently used tests/tools have test/retest reliabilities only in the +0.50 range.

**Internal-Consistency Reliability**

The internal consistency of the test is the extent to which it has homogeneous content. If a test/tool is homogeneous (the item content is similar), it will have high internal-consistency reliability. If a test is heterogeneous (items cover a wide variety of concepts), it is not internally consistent and the resulting coefficient will be low. Guion concluded that one important characteristic of a reliable measure is that the various parts of a total measure should be so highly interrelated that they can be interpreted as measuring the same thing (Guion). One technique for assessing internal-consistency reliability is to compute Cronbach’s alpha (Cronbach 297). The value of alpha ranges from 0 to 1. A higher score means a higher level of internal consistency or “test homogeneity.”

**Inter-Rater Reliability**

When assessments are based on raters’ judgments, it is possible for the raters to disagree in their evaluations. Different raters may observe the same program, yet evaluate it differently. Inter-rater reliability is the degree of correspondence between judgments or scores assigned by different raters. In some situations, raters need to exercise some judgment in arriving at a score. Estimation of inter-rater reliability is usually expressed as a correlation and reflects the degree of agreement among the ratings.

**Validity**

A valid measure is one that yields “correct” estimates of what is being assessed. Validity refers to the tool’s appropriateness for predicting or drawing inferences about criteria. There are several different representations of validity (Aamodt, Muchinsky). Two tests are particularly appropriate in testing the validity of an audit tool: criterion-related validity and content validity.

**Criterion-Related Validity**

Criterion-related validity refers to how well a predictor relates to a criterion. The two major types of criterion-related validity are concurrent and predictive. In measuring concurrent criterion-related validity, one tests “how well a predictor can predict a criterion at the same time”—that is, no time passes between collecting the predictor and criterion data.

In measuring predictive criterion-related validity, predictor information is collected and used to forecast criterion performance—that is, a time interval occurs between collecting the predictor and criterion data. For example, one can collect scores from performing an evaluation or audit with such a tool at one point in time, then collect the criterion data one year later.

When predictor scores are correlated with criterion data, the resulting correlation is called a validity coefficient (Muchinsky). While an acceptable reliability
coefficient is in the 0.70 to 0.80 range, a desirable validity coefficient is in the 0.30 to 0.40 range. Validity coefficients below 0.30 are not uncommon, but those above 0.50 are rare. The greater the correlation between the predictor and the criterion, the more one knows about the criterion on the basis of the predictor.

**Content Validity**

Content validity refers to the extent to which the test (tool) items sample the content that they are supposed to measure (Pannone 507). The main purpose of validating content is to learn whether 1) each item is clear and easily understood; 2) people interpret each item as it was intended; 3) the items have an intuitive relationship to the study’s topic and goals; and 4) the intent behind each item is clear to other auditors who are knowledgeable about the subject. Content validity is assessed by SMEs in the field that the test (tool) encompasses. Experts would first define the domain, then write test questions covering it. These experts would then decide how content valid the test (tool) is. Their judgments could range from “not at all” to “highly valid.”

**Elements of a Safety Audit Tool**

Many viewpoints have been offered about how to structure a given operational audit model. Furthermore, research has shown that no single standardized audit tool offers a uniform approach to comprehensively examine a given risk reduction and safety program system. A literature review revealed several studies of elements or dimensions on which to base a comprehensive safety audit, some of which may have experienced changes in emphasis or priority over time.

For example, one published article illustrated the changes that can occur in core [safety plan] elements over a 20-year span: the support for incentive recognition plans faded, while the relative value for an ergonomics emphasis ranked much higher (Swartz 25). And although some audits shared similar content and perspective, the means of data accumulation and process validation differed.

In 1989, OSHA produced a guidance document, “Program Evaluation Profile” (PEP), illustrating four major elements needed to manage workplace safety risk: 1) management commitment and employee involvement; 2) worksite analysis; 3) hazard prevention and control; and 4) safety and health training (OSHA). The agency later added a concise, albeit abbreviated, version of an audit in the PEP—a series of six core elements expanded from the 1989 guidance document, each with additional aspects to examine that will lead the auditor to a more structured and repeatable score. This later approach provided a defined selection ranging from one to five points in order to arrive at the corresponding level of safety management audited. This serves as a platform on which to consider expansion and validation of the audit tool being used.

One audit tool was first developed in 1999 as a program analysis tool based on the concept, scoring model and organizational outline logic of OSHA’s PEP. It was adapted by one insurance company’s loss prevention field in May 2000. It has been used broadly since then by customers to examine various operations.

The original audit tool consisted of an 11-dimension ranking with a descending hierarchy of arbitrarily, but logically, assigned weightings. An optional category of “motor vehicle use” (consistently a top loss source in annual Bureau of Labor Statistics surveys) was based on application and operations of the user. For those dimensions and categories or subelements not applicable to a given situation, only scores entered received numeric accumulation in the total points possible. An improvement in the original scoring system was the primary benchmarking goal.

A user’s guide walked the auditor or team through the process of selecting candidates, preparing management and labor groups, organizing interviews, preparing suitable interview techniques and questions, developing a schedule, performing the audit, preparing a final summary and closing confer-

---

**Questions Used in Content Validity Testing**

SMEs were asked to evaluate the original audit tool based on the following questions:

- Does each dimension accurately measure the intended safety program?
  - __Yes. __No. If not, why?
- How important is this dimension in terms of measuring the overall safety program?
  1) Not important.
  2) Somewhat important.
  3) Very important.
- Does each item measure its corresponding dimension?
  - __Yes. __No. If not, why? Does it represent another dimension?
- How important is each item in terms of measuring the stated dimension?
  1) Not important.
  2) Somewhat important.
  3) Very important.
- Is each item clear and easily understood?
  - __Yes. __No. If not, how should it be rewritten?
- Are the response choices for each item clear?
  - __Yes. __No. If not, how can they be worded to be more clear?
- Overall, how valid is the tool? Does the content of the tool represent what is being assessed?
  1) Not at all.
  2) Somewhat valid.
  3) Highly valid.
The research team discussed ways to improve the internal consistency for these two dimensions. First, the analysis results suggested that if some particular items were deleted, the alphas would be higher. For example, the α values for "behavior and health management, leadership and administration" and "occupational health protection, life safety" were above 0.70, which indicated reasonable levels of consistency. However, two dimensions, "behavior and health management, leadership and administration" and "occupational health protection, life safety" had low alphas of 0.51 and 0.47, respectively, compared to other dimensions.

The research team discussed ways to improve the internal consistency for these two dimensions. First, the analysis results suggested that if some particular items were deleted, the alphas would be higher. For example, the α values for "behavior and health management, leadership and administration" and "occupational health protection, life safety" were above 0.70, which indicated reasonable levels of consistency. However, two dimensions, "behavior and health management, leadership and administration" and "occupational health protection, life safety" had low alphas of 0.51 and 0.47, respectively, compared to other dimensions.
these items, SMEs were again asked for their opinions. In this case, after evaluating the content and relative value of these items to a given customer application, the SMEs suggested these items be retained. Another solution would be to add more items within a given dimension—in short, give more opportunities to score, thereby improving the odds of reliability. Since the items (questions and topics to audit) were developed by SMEs, it was decided not to add more items. Overall, the team concluded that these dimensions showed reasonable reliabilities.

**Phase III: Criterion-Related Validity**

Criterion-related validity refers to the extent to which a test score is related to some measure of performance (Barrett, et al 1). Since this audit tool served as the basis on which to evaluate safety performance, each company’s injury frequency and days away from work, restricted work activity or job transfer (DART) rates were used as comparative criteria. Recordable injury frequency rates were based on the OSHA definition of recordable incidence rates (per Bureau of Labor Statistics data) by industry class. The DART rate is calculated based on (N/EH) x (200,000) where N is the number of cases involving days away and/or job transfer or restriction, and EH is the total number of hours worked by all employees during the calendar year.

Results showed that the score from the tool was significantly (negatively) correlated to customer-reported injury frequency rates in the prior year (r = -0.28, p = 0.04, significant). This means that when injury frequency is higher, corresponding scores on the audit tool are lower. This finding provided evidence of the tool’s validity.

Conversely, many reported DART rates were not conclusive and did not consistently correlate to the scores. The nonsignificant relationship between DART rates and tool scores may be due to factors such as 1) recordkeeping discrepancies; 2) interpretation of OSHA standard changes in recording workplace incidents with the new recordkeeping criteria in 2001; 3) details of data collected or missing from SME audits; and 4) inaccurate reporting of worker hours where overtime and shift work may not be accurately or consistently reflected in the data collected for this study.

Overall, however, the scores were significantly correlated to company reported injury frequency rates for the prior year, which provided some evidence of criterion-related validity. According to Muchinsky, validity coefficients less than 0.30 are not uncommon.

**Conclusion**

As this example shows, scientific methods can be used to validate an audit tool. The tool assessed was developed and leveraged as a practical application of safety and risk management concepts and deployed over a large number of workplace operations, each offering significant input into the overall improvement of this audit process.

After the various phases of validating and subsequent revision processes, the new version of the audit tool:

- provides a uniform guidance and numeric scoring model that allows for repeatable conclusions;
- provides a comparative benchmark on which to compare future progression or regression, based on organizational use of improvement guidance;
- allows for industrial-based comparisons to similar business operations focusing on the measurement of valid components of safety performance systems and programs;
- uses a validated ranking model designed to focus attention where improvement emphasis is most needed;
- compares labor perceptions (employee support through focus group interviews) with program elements (managerial and tactical systems) to help validate scores;
- emphasizes a model of core program dimensions and subelements where risk and loss trends are most common.

Although the validation process led to these improvements, the process itself had some limitations. Since this was a field project, only certain methods were employed to test reliability and validity. Other methods/validation practices, such as test/retest reliability and predictive criterion-related validity, were not available for this project. As this was a practical project, the raters were only able to visit the sites at the same time although they performed their audits individually. When conducting inter-rater reliability tests in the future, raters should conduct the rating independently. Furthermore, all worksites involved in the current study were involved in the manufacturing industry.

No tool is perfect and the process of testing its reliability and validity is an ongoing process. Through the demonstration of the evaluation process, it is hoped that the reader will have gained knowledge about how to design or select good tools.
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